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Subjective quality measures based on the human visual system for images do not agree well with well-known metrics such as mean squared error and peak signal-to-noise ratio. Recently, the structural similarity measure (SSIM) has received acclaim owing to its ability to produce results on a par with the human visual system. However, experimental results indicate that noise and blur seriously degrade the performance of the SSIM metric. Furthermore, despite the SSIM’s popularity, it does not provide adequate insight into how it handles the ‘structural similarity’ of images. Proposed is a new structural similarity measure based on the approximation level of a given discrete wavelet decomposition that evaluates moment invariants to capture the structural similarity with superior results over the SSIM.

Introduction: Comparing two images accurately to ascertain whether there is a match or not is essential for many image processing related tasks such as watermarking, compression and content retrieval. Age-old metrics such as mean squared error (MSE) have been used for decades despite its inability to agree with human subjective analysis [1, 2]. Recently, light has been shed on a new metric that seems to agree with the human visual system [2]. The structural similarity measure (SSIM) is supposed to estimate image degradation as a perceived change in structural information. Structural information contains strong inter-dependencies of pixels especially when they are spatially close. These dependencies carry important information about the structure of the objects in the visible scene. The SSIM has been singled out owing to its claim of superiority over the existing metrics [3, 4]. However, it has been observed that the SSIM does not perform well with blurred images [4]. Since a blurred version of an image essentially contains the same structure, the SSIM’s inability to measure the structural similarity of blurred images raises an issue as to whether the SSIM does truly look for the structural content. From our research, we have concluded that despite the SSIM’s claim of superiority, its ability to compare similar structures is doubtful, as will be demonstrated in this Letter. We have developed a new metric that uses some of the concepts exploited by the SSIM. The new metric demonstrates better performance over the SSIM in blurred images and images corrupted by Gaussian and Salt & Pepper noise.

Structural similarity measure: The SSIM attempts to separate the task of similarity measurement of two images into luminance, contrast and structure [2]. Hence, a similarity measure is defined as:

$$\text{SSIM}(P_1, P_2) = l(P_1, P_2) \times c(P_1, P_2) \times s(P_1, P_2)$$

where $P_1$ and $P_2$ are the two images being compared and $l$, $c$ and $s$ stand for luminosity, contrast and similarity measure. Mean $\mu$ and standard deviation $\sigma$ of images $P_1$ and $P_2$ are defined as follows:

$$\mu_{P_1} = \frac{1}{M \times N} \sum_{x=0}^{M-1} \sum_{y=0}^{N-1} P_1(x, y)$$

$$\sigma_{P_1} = \sqrt{\frac{1}{(M \times N - 1)} \sum_{x=0}^{M-1} \sum_{y=0}^{N-1} (P_1(x, y) - \mu_{P_1})^2}$$

$$\mu_{P_2} = \frac{1}{M \times N} \sum_{x=0}^{M-1} \sum_{y=0}^{N-1} P_2(x, y)$$

$$\sigma_{P_2} = \sqrt{\frac{1}{(M \times N - 1)} \sum_{x=0}^{M-1} \sum_{y=0}^{N-1} (P_2(x, y) - \mu_{P_2})^2}$$

Furthermore, $I$, $c$ and $s$ for images $P_1$ and $P_2$ are calculated as follows [3]:

$$l(P_1, P_2) = \frac{2 \mu_{P_1} \mu_{P_2} + C_1}{\mu_{P_1}^2 + \mu_{P_2}^2 + C_1}$$

$$c(P_1, P_2) = \frac{2 \sigma_{P_1} \sigma_{P_2} + C_2}{\sigma_{P_1}^2 + \sigma_{P_2}^2 + C_2}$$

$$s(P_1, P_2) = \frac{\mu_{P_1} \mu_{P_2} + C_1}{\mu_{P_1} + \mu_{P_2} + C_1}$$

Constants $C_1$, $C_2$ and $C_3$ are used for the stability of equations when $\mu$ and $\sigma$ are extremely small. Combining the above definitions, (1) can be expressed as follows when $C_1 = C_2 = 2$ for simplicity [3]:

$$\text{SSIM}(P_1, P_2) = \frac{(2 \mu_{P_1} \mu_{P_2} + C_1)(2 \sigma_{P_1} \sigma_{P_2} + C_2)}{(\mu_{P_1}^2 + \mu_{P_2}^2 + C_1)(\sigma_{P_1}^2 + \sigma_{P_2}^2 + C_2)}$$

The expression $s(P_1, P_2)$ is a simple function of cross-correlation. It does not contain any notion of structure as structure in an image would represent directionality of objects and how they are organised. Cross-correlation would only capture the similarity of pixels and not structure. This clearly indicates that the SSIM does not evaluate structure and hence should not be misrepresented as evaluating structure. The Section on ‘Experimental results’ below clearly indicates the evidence of the SSIM’s inability to evaluate structure.

Many researchers argue that an image structure is made up of edges of the objects visible in the image. By decreasing the resolution these structural features can be washed out [5, 6]. Most of the image structure can still be observed even if the image undergoes scale changes such as wavelet decomposition. When observed at a lower resolution, an image does not lose its structure despite losing most of the resolution. This is true for additive noise as well. Once the image is decomposed to an acceptable level, edge detection can be used to sharpen, further the structure of the image. If a metric is produced using this structural information, it will truly capture the structural information and will be a valid measure to evaluate the structural integrity, thereby making comparing images more meaningful. Our approach has been designed based on these observations.

Moment invariants based similarity measure (MISM): The moment invariants algorithm has been recognised as one of the most effective methods to extract a descriptive feature for object recognition applications and has been widely applied in the classification of subjects such as aircraft, ships, and ground targets, [7, 8]. Essentially, the algorithm derives a number of self-characteristic properties from a binary image of an object. These properties are invariant to rotation, scale and translation. Let $f(i, j)$ be a point of a digital image of size $M \times N$ ($i = 1, 2, \ldots, M$ and $j = 1, 2, \ldots, N$). The two dimensional moments and central moments of order $(p + q)$ of $f(i, j)$, are defined as:

$$m_{pq} = \sum_{i=0}^{M-1} \sum_{j=0}^{N-1} f(i, j)$$

$$U_{pq} = \sum_{i=0}^{M-1} \sum_{j=0}^{N-1} (i - \bar{i})^p (j - \bar{j})^q f(i, j)$$

where $\bar{i} = m_{00}/m_{00}$ and $\bar{j} = m_{01}/m_{00}$. From the second- and third-order moments, typically a set of seven $(7)$ moment invariants can be derived [8]. Only the following first two moments are used for the MISM measure:

$$\phi_1 = \eta_{00} + \eta_{10}$$

$$\phi_2 = \eta_{01} + 4 \eta_{11}$$

where $\eta_{qr}$ is the normalised central moments defined by:

$$\eta_{qr} = \frac{U_{qr}}{U_{00}}$$

$$r = (p + q)/2 + 1, \quad p + q = 2, 3, \ldots$$

Moment invariants have been used extensively in identifying the shapes or outlines of objects for many years [7, 8]. An image reduced to $16 \times 16$ or larger using wavelet decomposition can be used to generate moment invariants to identify the structural make-up of an image. As our research indicates, matching at two such levels will indicate very high similarity for an image which has undergone blurring or corruption by noise and can be verified visually. Hence the approach complies with the human visual system and is far superior to MSE estimates.

An image is normalised (divided) by its own standard deviation, such that the two images being compared have unity standard deviation. An image is reduced to an approximation level (usually larger than $16 \times 16$) and then edges are detected using the ‘Canny’ operator followed by calculation of the first and second moment invariant $\phi_1$ and $\phi_2$ for the entire approximation [8]. Then the approximation level is divided into four quadrants and first and second moments $\phi_1$ and $\phi_2$ are calculated for each quadrant. These values are used to calculate the MISM for the entire image using the weights as shown in (4):

$$\text{MISM} = 1 - \left(0.1 \frac{|\phi_1 - \phi_1'|}{\phi_1} + \frac{4}{\phi_1} \sum_{i=1}^{4} 0.05 |\phi_i - \phi_i'| \right.$$} \left.\phi_{1i} \right)$$

Here, $\phi_i'$ indicates the moment invariants of the second image.
Experimental results: MISM shows a lot of promise for image similarity based metrics as well as for image matching. Fig. 1 shows a Pirate image along with a motion blurred and a noisy version. Fig. 2 shows that at deep wavelet decomposition levels, the structure is still intact. As shown in Table 1, comparing results for similarity and dissimilarity, Lena scores 0.2629 with Pirate using SSIM whereas MISM scores 0.3245. The use of Lena which has no resemblance to Pirate is used to gauge the validity of the matching process. When comparing different versions of Pirate such as Pirate with motion blur, Gaussian noise and Salt & Pepper noise, SSIM measures 0.5507, 0.3560 and 0.3831, respectively. If the SSIM truly compares structural similarity as the authors claim [3], all these images with the same structure should record a similar SSIM measure. MISM on the other hand, consistently records 0.7665, 0.9347 and 0.8367, respectively, indicating that the proposed measure is certainly measuring the structural similarity.

<table>
<thead>
<tr>
<th>Image</th>
<th>SSIM</th>
<th>MISM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pirate with motion blur</td>
<td>0.5507</td>
<td>0.7665</td>
</tr>
<tr>
<td>Pirate with 0.05 S&amp;P noise</td>
<td>0.3831</td>
<td>0.8367</td>
</tr>
<tr>
<td>Pirate with Gaussian noise</td>
<td>0.3560</td>
<td>0.9347</td>
</tr>
<tr>
<td>Lena</td>
<td>0.2629</td>
<td>0.3245</td>
</tr>
</tbody>
</table>

Conclusion: We have evaluated the performance of the SSIM using the code made available by the original authors against our MISM and have demonstrated that image structural similarity can be best established accurately using MISM. In our research, we found that MISM provides more insight to the image structure as opposed to the SSIM since it does not represent structure as claimed. MISM is very much comparable to the SSIM with similar computer processing time.
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